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Abstract—Face anti-spoofing (a.k.a. presentation attack detection) has recently emerged as an active topic with great significance for both academia and industry due to the rapidly increasing demand in user authentication on mobile phones, PCs, tablets, and so on. Recently, numerous face spoofing detection schemes have been proposed based on the assumption that training and testing samples are in the same domain in terms of the feature space and marginal probability distribution. However, due to unlimited variations of the dominant conditions (illumination, facial appearance, camera quality, and so on) in face acquisition, such single domain methods lack generalization capability, which further prevents them from being applied in practical applications. In light of this, we introduce an unsupervised domain adaptation face anti-spoofing scheme to address the real-world scenario that learns the classifier for the target domain based on training samples in a different source domain. In particular, an embedding function is first imposed based on source and target domain data, which maps the data to a new space where the distribution similarity can be measured. Subsequently, the Maximum Mean Discrepancy between the latent features in source and target domains is minimized such that a more generalized classifier can be learned. State-of-the-art representations including both hand-crafted and deep neural network learned features are further adopted into the framework to quest the capability of them in domain adaptation. Moreover, we introduce a new database for face spoofing detection, which contains more than 4000 face samples with a large variety of spoofing types, capture devices, illuminations, and so on. Extensive experiments on existing benchmark databases and the new database verify that the proposed approach can gain significantly better generalization capability in cross-domain scenarios by providing consistently better anti-spoofing performance.

Index Terms—Face anti-spoofing, domain adaptation, maximum mean discrepancy.

I. INTRODUCTION

FACE verification, which aims to authenticate a claimed identity based on the captured face image/video and make a decision to either accept or reject the request based on the matching result, has received more and more attention recently. Compared with the traditional authentication system which makes use of user’s one-stroke draw pattern and password, face verification has the unique advantage to verify a person since the traditional passwords can be easily stolen and used by an attacker. Moreover, since the face recognition is non-intrusive and face images can be feasibly obtained with digital devices, face verification has been widely applied in various areas such as information security and access control.

Although face recognition is a challenging problem, many algorithms have recently been proposed with great success to lead it to be a more mature field of research. However, the face verification system is easily bypassed by a fake face image/video [1], [2]. In the trend of rapid proliferation of internet images, face spoofing becomes easier by means of LinkedIn, Facebook, and Webcam chat software (e.g., QQ, Skype). Therefore, the capability of filtering off the fake face is urgently required to allay the security concerns.

Generally speaking, face spoofing mainly consists of photo, masking, video and 3D attacks. For photo attack, a face image is firstly reproduced on a high-quality paper or displayed on the screen of a digital device, which is subsequently presented in front of a capturing camera for verification. Besides the printed paper and screen display, an advanced attack method is the masking attack with cut eyes and mouth, which was introduced in [3]. Video attack refers to displaying a face video recorded by a digital display device, e.g., tablet and notebook, for verification. Compared with standard photo attack, masking and video attacks are more sophisticated since they can introduce the motion and liveness information to improve the sense of reality. 3D attack is based on the face model with the popularity of 3D printing technology [4] and virtual reality [5]. However, 3D attack is much more expensive to launch compared with the traditional photo, masking, and video attacks.

To tackle the face anti-spoofing problem, numerous approaches have been proposed where generic classifiers based on extracted spoofing features were learned. While good results have been demonstrated on benchmark database, they were lack of generalization ability due to the assumption that training and testing face samples are captured under similar conditions. As observed in many works [6]–[13], the performance of face spoofing detection may drop significantly under the cross-database scenario. This greatly hinders the application of such methods in real application scenarios,
as given the testing samples it is always inconvenient to generate labeled training samples captured in similar conditions. In this paper, we focus on this problem and propose an unsupervised domain adaptation framework for face anti-spoofing to bridge the gap between the generic and domain adapted classifiers. To the best of our knowledge, there is no prior work imposing unsupervised domain adaptation to solve the face spoofing detection problem. In particular, given the labeled samples in source domain and unlabeled samples in target domain, it is practical for us to train a domain specific classifier based on inherent properties of these data.

There are three main contributions in our work:

- We cast the face anti-spoofing problem that learns a classifier from a different domain data into an unsupervised domain adaptation framework. The performance of the proposed scheme is evaluated in the cross-database scenario involving face data drawn from different conditions, and significantly better face spoofing detection performance has been observed based on our experimental results.
- State-of-the-art features are incorporated into the domain adaptation framework, and their performance, as well as the generalization ability, are analyzed. In particular, both hand-crafted features and deep neural network learned features are adopted, and their performances are demonstrated, analyzed and compared to quest the capability of these features in domain adaptation.
- We introduce a new face spoofing database. Compared with the existing databases, our new database covers more diverse camera models, lighting conditions and backgrounds with different attacking types. The face samples are captured by mobile phones with cameras ranging from high to low quality. In total, more than 4000 face videos have been collected.

The rest of this paper is organized as follows. In Section II, we provide a brief review regarding the related works on face spoofing detection as well as domain adaptation for biometrics. In Section III, our proposed domain adaptation framework is introduced. Then, we introduce the adopted features in Section IV. Experimental results are shown in Section V and Section VI concludes this paper.

II. RELATED WORKS

A. Face Spoofing Detection

In the past few years, numerous face spoofing detection techniques have been proposed. These techniques mainly focus on exploring efficient and effective features for face anti-spoofing which can be further divided into motion, texture, distortion and deep learning based approaches. Each category in its own way has made important contributions to face anti-spoofing. Generally speaking, motion based methods refer to extracting motion features such as optical flow for liveness detection. Texture based methods focus on adopting texture descriptors (e.g. Local Binary Pattern) as discriminative features. Distortion methods are based on distortion sensitive features. Deep learning based methods aim at learning the feature representation with the deep neural network for anti-spoofing.

1) Motion Based Methods: Motion based methods aim at extracting liveness information that can distinguish the genuine face from the fake one through eye blinking, lips movement, and head rotation. In [14], the planar object movements were detected as cues for translation, in-plane rotation, panning and out-of-plane rotation. In [15], the subtle movements of different facial parts were extracted as important features under the assumption that the genuine and fake faces can be distinguished by the movement cues. Furthermore, in [16]–[18] the background motion information was also utilized to detect face spoofing. However, though motion-based methods have achieved satisfactory performance for face spoofing detection, user cooperation is required for supplying the liveliness information for authentication such as user blinks eyes based on system’s instruction. Moreover, extracting optical flow is to some extent time consuming, which limits their application for practical use on resource-constrained mobile platforms.

2) Texture Based Methods: To the best of our knowledge, the first work based on texture information for face anti-spoofing was proposed in [19], where two dimensional Fourier spectrum analysis was conducted. Tan et al. [20] proposed a difference-of-Gaussian (DoG) method to extract frequency disturbance based on the idea that a face image should be more severely distorted when it passes through the camera twice. Subsequently, the delicate multi-scale local binary patterns (LBP) [21] were employed in [22], which were encoded into an enhanced histogram for face anti-spoofing. By assuming that a fake face image may have different micro-textures compared with the genuine face, the authors adopted the multi-scale LBP as discriminative features to describe the micro-textures as well as their spatial information. The multi-scale LBP feature was further extended to Component Dependent based method to extract more discriminative information [23]. Other texture based methods by adopting Scale-invariant feature transform (SIFT), Speed-up Robust feature (SURF) and local phase quantization (LPQ) features were also discussed in [24] and [25]. Moreover, researchers extended the LBP into the three orthogonal planes (LBP-TOP [26], LPQ-TOP, BSIF-LBP [27]) to extract texture information in spatial and temporal domain based on the face videos. The recent works [8], [9], [28] have largely improved the spoofing detection performance by exploiting the joint color and texture information based on LBP and LPQ.

3) Distortion Based Methods: Methods in this category for face anti-spoofing are based on the inspirations that the fake images usually have lower quality than the genuine ones [29]. In [29], twenty-five image quality assessment metrics were adopted as features for learning the classifier. The employed metrics cover pixel-based and structure-based measures. A 3 × 3 low-pass Gaussian filter was applied to generate reference images for full-reference quality assessment.

Moreover, a distortion based face spoofing detection method was proposed in [7] by adopting four different features (specular reflection, blurriness, chromatic moment and color diversity). The specular reflection component was firstly extracted by [30], and then the statistical features based on specular component percentage, mean value of specular pixels and the variance were computed. For the blurriness feature, the no-reference blur score based on [31] and [32] were utilized. Regarding the chromatic moment and color diversity, the statistics features based on HSV and color quantization were adopted in [33].

4) Deep Learning Based Methods: Recently, convolutional neural network (CNN) was adopted for biometric spoofing detection. Nogueira et al. [34] showed that the pretrained network based on ImageNet [35] can be transferred to fingerprint spoofing detection scenario without fine-tuning process.
Menotti et al. [36] proposed a grid-search method to find a suitable model for biometric spoofing detection. Yang et al. [37] proposed to learn the CNN model based on the architecture of Krizhevsky et al. [38], which was proved to be effective for face spoofing detection.

5) Other Methods: Besides the methods mentioned above, some other techniques, including 3D depth [39], infrared (IR) image [40], voice [41], light-field camera image [42] and vein flow detection [43] were also proposed for face spoofing detection. However, these methods either need human interaction or extra equipment setup. For example, extra sensors are required to detect vein information in [43] and the speech analyzer is needed in [41].

While both hand-crafted feature based and deep learning based methods can achieve good performance based on in-database scenario, large performance drop can still be observed in cross-database face spoofing detection scenario [6]–[13]. In [7], the authors proposed to employ distortion based feature which can be less influenced by the diverse facial appearance. In [9], the authors observed that transforming a face image to a new color space can improve the face spoofing detection performance. In our work, we focus on leveraging the advantage of domain adaptation to address the cross-database face spoofing detection problem.

B. Domain Adaptation

One common assumption in computer vision and machine learning is that the training data and testing data are sampled from the same distribution [44]. However, many practical scenarios (e.g. face verification and spoofing detection) involve data coming from different distributions (facial appearance and pose, illumination conditions, camera devices, etc.). Therefore, we may suffer from the overfitting problem with a significant performance drop when testing pre-trained model with the slightly different unseen data. Domain adaptation is associated with transfer learning which aims at solving the learning problem in target domain under a certain distribution with training data in source domain under another distribution. It has been extensively studied in recent computer vision tasks [45], [46]. For face verification, Cao et al. [47] proposed a semi-supervised transfer learning approach with joint Bayesian prior to deal with the challenge of different facial appearance distributions. For face spoofing detection, Yang et al. [13] proposed a subject based transformation method to synthesize fake face features based on the assumption that the relationship between genuine and fake samples belonging to an individual subject can be formulated as a linear transformation. However, in practice, the dominant factors in face capturing, including the camera models and illumination variations, can be even more diverse. This inspires us to introduce the unsupervised domain adaptation framework for face anti-spoofing.

III. CROSS-DOMAIN FACE SPOOFING DETECTION

In this section, the cross-domain face anti-spoofing technique is introduced to deal with the scenario that face samples for verification may not be taken by similar camera models or under similar illumination conditions to the training face samples. In general, the performance of the cross-domain face spoofing detection can directly reflect the generalization capability of the anti-spoofing algorithm. In particular, we focus on solving this problem from the perspective of machine learning. Inspired by the success of unsupervised domain adaptation in many applications [45], [46], we employ this technique to improve the generalization ability of face spoofing detection. The earlier work addressing the domain adaptation problem on face spoofing detection was reported in [13], where features of fake faces were synthesized by domain adaptation under the assumption that samples from different subjects can be formulated with a linear transformation. However, this method was conducted in a supervised manner by assuming the fixed linear transformations, which may not always hold in practice as face samples for verification can be captured by different camera models.

In this section, we assume that the source domain data (training samples) and target domain data (testing samples) preserve a certain statistical distribution. Fig. 1 visualizes the features\(^1\) of face samples from different domains. We can observe that the features extracted from one particular domain tend to form a compact distribution, implying that they are taken under similar conditions. As such, unsupervised domain adaptation can be imposed to improve the generalization ability of face spoofing detection by minimizing the Maximum Mean Discrepancy (MMD) with which we adapt the pre-trained classifier from the source domain to target domain [49]–[51]. It is also worth mentioning that the proposed strategy is applicable in real-world scenarios, as it is feasible to collect unlabeled samples for face verification and anti-spoofing purpose via a variety of web services with photo information.

\(1\)We employ t-SNE [48] for feature visualization.

Fig. 1. 2D visualization of CASIA database and Idiap REPLAY-ATTACK database with different features. The figure is better to be viewed in color format. (a) Sample visualization with CoALBP feature. (b) Sample visualization with LPQ feature.
A. Maximum Mean Discrepancy Minimization

Maximum Mean Discrepancy (MMD) is defined as a distance metric for comparing two probability distributions (a.k.a. two-sample test) [49]. Typically, two distributions are identical if and only if the MMD distance equals to zero.

Given the facial feature samples $X_i = [x_{i1}; x_{i2}; \ldots; x_{i n}]$ (each row denotes a feature sample) which are used for training as source domain data and unlabeled face samples $X_t = [x_{t1}; x_{t2}; \ldots; x_{t n}]$ for verification as target domain data, MMD function which measures the distribution between two probability distributions can be defined as follows,

$$D(X_s, X_t) = \frac{1}{n_1} \sum_{i=1}^{n_1} \phi(x_{si}) - \frac{1}{n_2} \sum_{i=1}^{n_2} \phi(x_{ti})$$

where $n_1$ is the number of samples in source domain (for training), $n_2$ is the number of samples in target domain (for testing) and $\phi$ refers to the embedding function which maps the data from feature space to the Reproducing Kernel Hilbert Space (RKHS) where the distance between two probability distributions can be properly measured [49].

The MMD function can also be reformulated in matrix form by considering a kernel representation of source domain data and target domain data, which is given as

$$K = \begin{pmatrix} K_{ss} & K_{st} \\ K_{ts} & K_{tt} \end{pmatrix} \in \mathbb{R}^{(n_1+n_2) \times (n_1+n_2)}$$

where $K_{ss} = [\phi(x_{si})\phi(x_{sji})]^T$, $K_{st} = [\phi(x_{si})\phi(x_{tji})]^T$ and $K_{ts} = [\phi(x_{sji})\phi(x_{tji})]^T$ refer to source domain kernel, target domain kernel and cross domain kernel respectively. The MMD function in matrix form can be represented as

$$D(X_s, X_t) = \text{trace}(KL)$$

We denote $L_{ij}$ as the element of matrix $L$ in the $i$th row and $j$th column, where $L_{ij} = \frac{1}{n^2}$ if $i \leq n_1$, $j \leq n_1$, $L_{ij} = \frac{1}{n_2}$ if $n_1 < i \leq n_1 + n_2, n_1 < j \leq n_1 + n_2$, otherwise, $L_{ij} = -\frac{1}{n_1n_2}$.

B. Outlier Removal

Directly adopting domain adaptation in anti-spoofing may not achieve the desired performance because both training and testing face samples are contaminated with outlier samples. Specifically, the outlier samples can be caused by the failure of face detection, over saturation of the medium, unexpected face image blur, etc. There are two main drawbacks of involving the outlier samples in source domain data. First, training classifier can be sensitive to such outlier samples, since face spoofing detection relies on the distortion cues and the unexpected distortion from genuine samples can deteriorate the robustness of classifier. Second, the outliers can lead to a larger distance between two distributions and prevent us from learning robust transformation matrix to adapt all the source domain data to target domain [52]. Fig. 2 provides two examples of outliers in spoofing detection. The left one is the face sample which is over-saturated. The right one shows the frame where the failure of face detection happens with Viola-Jones algorithm. We can also observe from Fig. 1 that such outliers have a negative impact on compact distribution formation.

From this perspective, only the most informative data should be selected. In [53], the informative data selection strategy was applied in the cross-language text categorization task with a similar motivation. Here we focus on the facial images and remove the outlier samples from the source domain by minimizing the MMD distance before conducting domain adaptation. We transfer the idea kernel mean matching (KMM) [51] which was proposed to tackle covariate shift problem to outlier removal.

In particular, let us denote the number of inlier samples as $n'_1$, where $n'_1 < n_1$. To remove the outliers, we impose a binary correspondence matrix $P \in \{0, 1\}^{n'_1 \times n_1}$, which satisfies

$$\sum_{i=1}^{n_1} P_{ij} = 1, \forall i = 1, \ldots, n'_1$$

$$\sum_{i=1}^{n_1} P_{ij} \leq 1, \forall j = 1, \ldots, n_1$$

where $P_{ij}$ is the $(i, j)$th element in $P$. In other words, each row of the matrix $P$ indicates one and only one inlier sample from the source domain. We also introduce a vector $p = P^T 1_{n'_1}$, where $1_{n'_1} \in \mathbb{R}^{n'_1}$ denotes the vectors with all ones. Since each column of $P \in \{0, 1\}^{n'_1 \times n_1}$ contains at most one non-zero element, we have $p_0 \in \{0, 1\}^{n'_1}$ and $\sum_{i=1}^{n_1} p_i = n'_1$. In other words, $p_i = 1$ indicates the $i$th sample from $p$ is selected as an inlier training sample, and $p_i = 0$ indicates an outlier sample. The kernel matrix defined on all the samples after removing the outliers is then represented as

$$K^* = \begin{pmatrix} PK_{ss}P^T & PK_{st} \\ PK_{ts} & K_{tt} \end{pmatrix}$$

To maximize the similarity of the distribution of the selected source domain samples and target domain samples, we choose $P$ such that the MMD function below is minimized,

$$\min_P \text{trace}(K^* L^*)$$

where $L^*$ is defined as $L^*_{ij} = \frac{1}{(n'_1)^2}$ if $i \leq n'_1, j \leq n'_1$, $L^*_{ij} = \frac{1}{n_2}$ if $n'_1 < i \leq n'_1 + n_2, n'_1 < j \leq n'_1 + n_2$, otherwise, $L^*_{ij} = -\frac{1}{n_1n_2}$.

Then, the objective function of minimizing $P$ can be rewritten as

$$\min_P \text{trace} \left( \frac{1}{n'_1^2}PK_{ss}P^T 1_{n'_1} 1_{n'_1}^T - \frac{1}{n_1n_2}PK_{st}1_{n_2} 1_{n_1}^T \right) + \text{trace} \left( \frac{1}{n_2}K_{ts}P 1_{n_1} 1_{n_1}^T - \frac{1}{n_1n_2}K_{tt}P 1_{n_1} 1_{n_1}^T \right)$$
where \( \mathbf{1}_{n_1} \in \mathbb{R}^{n_1} \) and \( \mathbf{1}_{n_2} \in \mathbb{R}^{n_2} \) denote the vectors with all ones. The above objective function can be further simplified given as,
\[
\min_{\mathbf{p}} \text{trace} \left( \frac{1}{(n_1)^2} \mathbf{PK}_{ss} \mathbf{P}^T \mathbf{1}_{n_1} \mathbf{1}_{n_1}^T \right) - \frac{2}{n_1 n_2} \mathbf{PK}_{st} \mathbf{1}_{n_1} \mathbf{1}_{n_2}^T
\]
(7)
By observing that \( \frac{1}{(n_1)^2} \mathbf{PK}_{ss} \mathbf{P}^T \mathbf{1}_{n_1} \mathbf{1}_{n_1}^T = \frac{1}{(n_1)^2} \mathbf{PK}_{ss} \mathbf{P}^T \mathbf{1}_{n_1}^T \), the above objective function can be further rewritten as,
\[
\min_{\mathbf{p}} \frac{1}{(n_1)^2} \mathbf{P}^T \mathbf{K}_{ss} \mathbf{p} - \frac{2}{n_1 n_2} \mathbf{p}^T \mathbf{K}_{st} \mathbf{1}_{n_2}
\]
(8)
This objective function is difficult to solve due to the binary constraints on \( \mathbf{p} \). To get an efficient solution, we relax \( \mathbf{p} \in \mathbb{R}^{n_1} \) which satisfies \( 0 \leq p_i \leq 1 \) and \( \sum_{i=1}^{n_1} p_i = n_1 \). Therefore, \( p_i \) can be treated as a weight for the \( i \)th sample, and if \( p_i \) is smaller than a threshold, the \( i \)th sample can be treated as an outlier. The above problem is essentially a quadratic programming problem, which can be efficiently solved [54]. After obtaining the vector \( \mathbf{p} \), a fixed number of training samples with lowest values are treated as outliers. In our work, for each database with different features, we first conduct cross-validations by using libSVM [55] and get an accuracy (acc\%). Then, (1-acc\%) of the total samples with the smallest weight values are removed as outliers. To our best knowledge, it is generally nontrivial to determine the threshold for outlier samples, and our simple approach works quite well.

C. Domain Adaptation

The main objective of domain adaptation for face spoofing detection is to model the distributions of face samples and recapturing process are associated with image quality. We also observe that the influence of camera models can be dominant [60]. Therefore, it is reasonable to assume that the diverse of camera models can be formulated in low-dimension subspace.

Based on the above principles, we formulate the mapping function \( \phi \) based on Principle Component Analysis (PCA) which is given as
\[
\phi : \hat{\mathbf{X}}_s \Rightarrow \mathbf{U}_s, \quad \mathbf{X}_t \Rightarrow \mathbf{U}_t
\]
\[
\mathbf{U}_s = \arg\max_{\|\mathbf{U}\|_2=1} \{ \mathbf{U}^T \hat{\mathbf{X}}_s^T \hat{\mathbf{X}}_s \}
\]
\[
\mathbf{U}_t = \arg\max_{\|\mathbf{U}\|_2=1} \{ \mathbf{U}^T \mathbf{X}_t^T \mathbf{X}_t \}
\]
(9)
where \( \mathbf{U}_s \) and \( \mathbf{U}_t \) are the eigenspaces of source domain features after outlier removal \( \hat{\mathbf{X}}_s \) and target domain features \( \mathbf{X}_t \) respectively. \( \mathbf{I}_d \) is an identity matrix with dimension \( d \) obtained via PCA.

Then the MMD function based on subspace of extracted features can be formulated as
\[
D(\hat{\mathbf{X}}_s, \mathbf{X}_t) = \| \mathbf{U}_s - \mathbf{U}_t \|_F^2
\]
(10)
Our goal is to learn a mapping function \( \mathbf{M} \) from \( \mathbf{U}_s \) to \( \mathbf{U}_t \) which minimizes the MMD function defined in (10). Therefore, we employ the subspace alignment (SA) algorithm [61] to minimize (10) by learning a transformation matrix from the subspace of source domain to the subspace of target domain. After obtaining the transformation matrix, the source domain data are mapped to another space based on transformation matrix and the classifier is trained via transformed source domain data. The procedures of subspace alignment is summarized as follows,

- Normalizing the source and target data by Z-Score [62].
- Applying Principle Component Analysis (PCA) to derive \( d \) eigenvectors corresponding to the top \( d \) largest eigenvalues (following the theory proposed in [61]), which are used as bases of source and target subspaces as \( \mathbf{U}_s \) and \( \mathbf{U}_t \).
- Learning the mapping function \( \mathbf{M} \) by
\[
\mathbf{M}^* = \arg\min_{\mathbf{M}} \| \mathbf{U}_s - \mathbf{U}_t \|_F^2
\]
(11)
To extract the non-linear information induced by the subspace, we also extend the PCA to kernel PCA case by using a Gaussian kernel. We refer the kernel based method as kernel Subspace Alignment (KSA) [63]. The only difference between Subspace Alignment and kernel Subspace Alignment is that the eigenvectors in step (2) are obtained by kernel PCA on \( \hat{\mathbf{X}}_s \) and \( \mathbf{X}_t \).

D. Classifier Training

We seek for the representer theory [56] to train a binary classifier which can be represented as
\[
y = \sum_{i=1}^{n_1} \alpha_i y_i \tilde{k}(\mathbf{x}_i, \mathbf{x})
\]
(12)
where \( n_1 \) is the number of training samples after outlier removal, \( \mathbf{x}_i \) is the training samples from \( \hat{\mathbf{X}}_s \), \( \mathbf{x} \) is the sample for testing from \( \mathbf{X}_t \), \( y \) is the predicted score and \( \alpha_i \) is the dual variable which can be solved by
\[
\max_{\alpha_i} \sum_{i=1}^{n_1} \frac{1}{2} \sum_{i,j=1}^{n_1} y_i y_j \alpha_i \alpha_j \tilde{k}(\mathbf{x}_i, \mathbf{x}_j)
\]
(13)
where $y_i$ is the label of $x_i$. We then introduce the kernel representation induced by the mapping function of unsupervised domain adaptation.

The optimal $M^*$ of SA is obtained as $M^* = U_s^T U_t$. Recall that the feature representation after PCA is given as $\hat{X}_s U_s$ and $X_t U_t$. Therefore, after obtaining $M^*$, we can compute training kernel and testing kernel by

$$K_{ss} = \hat{X}_s U_s U_s^T U_s U_s^T \hat{X}_s^T$$
$$K_{st} = \hat{X}_s U_s U_s^T U_t U_t^T X_t^T$$

$K_{ss}$ is applied in (13) to train a binary classifier and $K_{st}$ is applied for score prediction. The whole process of our algorithm is summarized in Algorithm 1. We also show the framework in Fig.3 for illustration.

Algorithm 1 Unsupervised Domain Adaptation for Face Spoofing Detection

Input : Source domain face features $X_s$, target domain face features $X_t$, source domain label $y_s$

Output: Classifiers coefficients $a_t$

1. Compute the kernel representation $K$ based on source domain data and target domain data;
2. Optimize objective function (8) to obtain $p$, then conduct outlier removal to obtain $\hat{X}_s$ based on $p$;
3. Learn the mapping function $M^*$ based on SA or KSA (11);
4. Compute the kernel representation $K_{ss}$ and $K_{st}$ based on (14);
5. Train a kernel based classifier to get $a_t$ based on (13).

IV. FEATURE ANALYSIS

The state-of-the-art methods which specifically focus on developing meaningful features did not leverage the unlabeled testing samples during training. Therefore, in this paper, we do not intend to compare with the results based on features and instead employ the state-of-the-art features for this specific task. In this section, we introduce and analyze the state-of-the-art image-based features for unsupervised domain adaptation based face anti-spoofing. In particular, to ensure sufficient statistical power, both hand-crafted and convolutional neural network (CNN) based features are employed, which are all widely adopted in research community so far.

A. Hand-Crafted Features

Following the previous work on face spoofing detection [7], [9] and multimedia recapturing analysis [64], we regard the face anti-spoofing as a special image recapturing detection problem based on the observation that face spoofing is ultimately a multimedia recapturing process (we show an example in Fig.4). As such, three types of distortions are generally considered in the selection of hand-crafted features.

1) Loss of details

When a scene is captured by a physical camera device, a certain level of detail loss is introduced into the digital image. One reason originates from sharpness reduction which is caused by aberration, lens aperture distortion, color filter array demosaicing and resizing. By recapturing the printed image on a paper or displayed image on a screen, there will be a dramatic increase in the degree of loss.

2) Color distortion

The imperfection of color production originates from the imperfect camera color filter and a limited gamut of the display medium. When an image is recaptured from a display medium, there will be a significant loss of color details in the recaptured one compared with the originally captured version. The color of recaptured images tends to be distorted with different brightness, saturation [65] and contrast [66] compared to the original image.

3) Additive texture patterns

During image recapturing process, the patterns caused by the superposition of two grid structures in fine scale are also inevitable due to many reasons, e.g. low resolution of printing and more pattern artifacts of displaying devices, regular texture patterns appearing on the printed papers and screens, and unique polarity inverse driving pattern. Therefore, the additive texture patterns can also provide us useful information for spoofing detection.
The pioneer work regarding face spoofing detection [19] used Fourier Spectrum, which can be viewed as the measurement of detail since the degree of loss will influence the energy of high frequency component in Fourier Spectrum. Cao and Kot [64] imposed multi-scale Discrete Wavelet Transform (DWT) for loss-of-detail analysis. We adopt the statistical moments from [64] as part of feature based on the loss-of-detail artifact where the mean and the standard deviation of the absolute subband coefficients of DWT are computed. More specifically, considering the wavelet coefficients \( \{y_{\phi,1}, y_{\phi,2}, \ldots, y_{\phi,N_{\phi}}\} \) at the \( \phi \)th subband, where \( N_{\phi} \) is the number of coefficients in \( \phi \)th subband. The mean \( m_{\phi} \) and deviation \( \sigma_{\phi} \) of the absolute coefficients are adopted as features

\[
m_{\phi} = \frac{1}{N_{\phi}} \sum_{i=1}^{N_{\phi}} |y_{\phi,i}|
\]

\[
\sigma_{\phi} = \sqrt{\frac{1}{N_{\phi}} \sum_{i=1}^{N_{\phi}} (|y_{\phi,i}|-m_{\phi})^2}
\]

The loss-of-detail artifacts are also highly correlated with image quality [67] where the spectrum coefficients are modeled in Gaussian General Density (GGD). In particular, it is defined as

\[
f(x; \mu, \sigma, \gamma) = \frac{\gamma}{2\sigma \Gamma(\frac{1}{\gamma})} e^{-\frac{(\frac{|x-\mu|}{\sigma})^\gamma}{\gamma}}
\]

where \( \mu \) is the mean, \( \sigma \) is the standard deviation, \( \gamma \) is the shape parameter and \( \beta \) is the scale parameter defined as

\[
\beta = \sqrt{\frac{\Gamma(\frac{1}{\gamma})}{\Gamma(\frac{2}{\gamma})}}
\]

where \( \Gamma(\cdot) \) denotes the gamma function.

By modeling the subband coefficients with GGD, we are more interested in the shape parameter \( \gamma \) which controls the distribution shape. In particular, a small \( \gamma \) value corresponds to fewer variations of wavelet subband coefficients and vice versa. Therefore, \( \gamma \) can be viewed as an indicator of the amount of detail loss in the facial image. We combine the moment \( m_{\phi}, \sigma_{\phi} \) and the \( \gamma \) value as our feature based on the loss-of-detail artifact. More specifically, we conduct a 3-level DWT on R, G, and B planes respectively and extract the wavelet features.

Hand-crafted texture features (e.g., LBP) are also proved to be effective for face spoofing detection [21]. One recent work [9] conducted analyses on various types of texture features (LBP, CoALBP [68], LPQ [69], BISF [70] and SID [71]) and found that CoALBP and LPQ can achieve the state-of-the-art performance on these public databases. Moreover, the methods are extended for color information extraction in [9] since color distortion is also an important cue for face spoofing detection. In particular, color space conversion was conducted and the texture features were extracted from three different color channels regarding the color space. The authors also showed that color space conversion can improve the cross-database detection capability. In this paper, we adopt the texture features CoALBP and LPQ as the descriptor to analyze the domain adaptation performance under the cross-database scenario. We follow [9] to extract CoALBP feature with the radius \( R = \{1, 2, 4\} \) and the corresponding direction distance \( B = \{2, 4, 8\} \), and LPQ feature by setting the parameters as \( a = \frac{1}{7} \) and the neighboring block size as 7.

\section{B. Deep Learning Based Feature}

We train a face spoofing detection CNN based on the architecture AlexNet [38] with both genuine and fake face images. In AlexNet, there are five convolutional layers (with pooling layer and rectifier) and three fully-connected layers. The final layer is used for classification. Pre-trained AlexNet with ImageNet database is proven to be effective for fingerprint spoofing detection [34]. The recent work [72] on deep learning showed that the hidden layers transit from general to specific, implying that the shallow layers contain more general information (e.g., edge) while the deep layers tend to be customized towards a specific task. It is worth mentioning that the ImageNet ILSVRC competition is based on object recognition related tasks while the face spoofing detection mainly focuses on distortion cues which are different from object recognition. Therefore, we fix the five convolutional layers as the weights pre-trained by ImageNet which are more related to general tasks. For fully-connected layers, we change the final layer from 1000 nodes (in AlexNet) to 2 nodes since we only have 2 classes (genuine, fake) for classification. We then randomly initialize the weight of fully connected layer as Gaussian distribution \( N(0, 0.001) \). During training, we back-propagate the gradient through the whole network to update the parameters. Stochastic Gradient Descent (SGD) is employed for training. We set the momentum to 0.9, learning rate to 0.001, weight decay to 0.0005 and learning rate decay to \( 10^{-7} \).

\section{V. EXPERIMENTS AND DISCUSSIONS}

\subsection{A. Databases}

For face anti-spoofing, the commonly used public databases are Idiap REPLAY-ATTACK [73], CASIA Face AntiSpoofing [3] and MSU mobile face spoofing database [7].

The Idiap REPLAY-ATTACK database [73] consists of 1200 videos taken by the webcam on a MacBook with the resolution 320 \( \times \) 240. The videos were captured under two conditions: 1) the controlled condition with a uniform background and lighting, 2) the adverse condition with the complex background and natural lighting. Spoofing attack was launched by using Canon PowerShot to capture face video and the high-resolution videos were displayed using iPad 1 (1024 \( \times \) 768), iPhone 3GS (480 \( \times \) 320) and paper as the spoofing medium.

Fig. 4. Comparison between a genuine face and fake face. (a) Genuine face sample. (b) Fake face sample.
The CASIA Face AntiSpoofing Database [3] consists of 600 videos. Compared with Idiap REPLAY-ATTACK database, CASIA uses more face acquisition devices with different quality levels (Sony NEX-5 with the resolution 1280 × 720, two different USB cameras with the resolution 640 × 480). The spoofing types include warping attack, cutting attack and replaying attack.

The MSU mobile face spoofing database [7] consists of 280 videos of genuine and fake faces. The face videos are captured by Laptop camera and Android phone camera with resolutions of 640 × 480 and 720 × 480 respectively. The MSU database contains mainly two different spoofing attacks, printed photo attack and replay video attack. The MSU database is also divided into training and testing subsets based on different subjects. Another database, MSU unconstrained smartphone spoof attack database [12], contains 10K photos with more than 1000 subjects which are collected from the website with diverse background and illumination conditions. We use the former database in this work since we are focusing on the compact domain for domain adaptation.

This inspires us to build a new face anti-spoofing database which contains mobile phones with both high, middle and low-quality levels. In particular, important factors that need to be taken into consideration include:

- The face samples contained in the database should be captured in real-world scenarios and the spoofing medium will be able to bypass the face verification system without anti-spoofing detection.
- Face videos captured with a large variety of cameras under different quality levels and illumination settings are preferred.
- Different spoofing attacking types are better to be considered to improve the robustness of anti-spoofing.

We introduce a new and more comprehensive face anti-spoofing database, Rose-YouTu Face Liveness Detection Database, which covers a large variety of illumination conditions, camera models, and attack types. The Rose-YouTu Face Liveness Detection Database (Rose-YouTu) consists of more than 4000 videos with 25 subjects.\(^2\) The scale is large in contrast to CASIA’s 600 videos, Idiap’s 1200 videos, and MSU’s 280 videos. For each subject, there are 150-200 video clips with the average duration around 10 seconds. Five mobile phones were used to collect the database: (a) Hasee smartphone (with the resolution 640×480), (b) Huawei Smart-phone (with the resolution 640×480), (c) iPad 4 (with the resolution 640×480), (d) iPhone 5s (with the resolution 1280×720) and (e) ZTE smart-phone (with the resolution 1280×720). All face videos are captured by a front-facing camera. The standoff distance between face and camera is about 30 — 50 cm.

We consider three spoofing attack types including printed paper attack, video replay attack, and masking attack. For printed paper attack, face image with still printed paper and quivering printed paper (A4 size) are used. For video replay attack, we display a face video on Lenovo LCD screen (with the resolution 4096 × 2160) and Mac screen (with the resolution 2560 × 1600). For masking attack, masks with and without cropping are considered. Moreover, the face videos are captured with different backgrounds which guarantee the face videos are coupled with different illumination conditions.

\(^2\)20 among 25 subjects are public released. The database can be downloaded through the link: http://rose1.ntu.edu.sg/Datasets/faceLivnessDetection.asp

To keep consistent with the genuine face video, the standoff distance between spoofing medium and camera is also about 30 — 50 cm. Some examples of our database are shown in Fig. 5. We divide the Rose-YouTu Database into training and testing subsets. Videos belonging to the first 10 indexed subjects are used for training and the others are for testing.

B. Experimental Settings

In this paper, we adopt Viola-Jones algorithm [74] for face detection. For texture feature (CoALBP, LPQ) extraction, we follow [9] to resize the face region into 64 × 64. For deep learning based feature extraction, we normalize the facial region to be 227 × 227. The original facial image is used for wavelet feature since image resizing may introduce unexpected detail loss. For cross-database scenario, we conduct domain adaptation between training and testing samples before classification. The parameters C for SVM classifier with the linear kernel is determined based on cross-validation. The PCA dimension of domain adaptation is determined by the theory in [61]. In particular, we set the deviation value equaling to 10\(^5\) and confidence equaling to 0.1 as suggested in [61].

As mentioned before, in this paper, the state-of-the-art features are employed in the face anti-spoofing with domain adaptation. As such, the comparisons of the experimental results are conducted for each adopted feature separately, which can better reflect the performance of the proposed scheme. In the experiment, we thus evaluate the performance by considering both hand-crafted and deep learning based features to show the effectiveness our proposed method. We first show the performance of intra-database. The evaluation protocols of
Idiap REPLAY-ATTACK, CASIA and MSU databases are consistent with the prior works [3], [7], [73]. In particular, Half Total Error Rate (HTER) is employed for Idiap REPLAY-ATTACK database, and Equal Error Rate is used for CASIA and MSU databases. For our new developed Rose-Youtu database, we use the first 10 indexed subjects for training and the remaining subjects for testing. The results are shown in Table I, which demonstrate the effectiveness of our adopted features. We can observe that for CASIA and Idiap REPLAY-ATTACK databases, the hand-crafted feature CoALBP achieves the best performance while deep learning based feature performs better in MSU and Rose-Youtu databases.

First, we can observe that among the features adopted, wavelet features turn out to achieve worse performance compared with other features. Such results are reasonable since the motivation of using wavelet feature is to extract the loss-of-the-detail information, which is very likely to be influenced by many factors (e.g. the quality of the camera and attack mediums, the distance between person and camera, etc). This may deteriorate the discriminative capability of wavelet feature. Deep learning based features are obtained in a data-driven manner. Therefore, it is also reasonable that deep learning based features can achieve relatively better performance among all the features. For CoALBP feature, we notice that it has achieved the best performance on some of the databases which are less diverse. However, the performance drops rapidly on the database with diverse content (e.g. Rose-Youtu database). Another interesting observation is that when using the same feature in different color spaces, the performance can be different. We conjecture the reason that different color spaces are designed for different purposes, such that the extracted features can also be encoded with different discriminative information.

Furthermore, we evaluate the performance of the cross-database face spoofing detection by imposing unsupervised domain adaptation with various features. To make fair comparisons with recent works [9], [37], HTER is used for cross-database scenario evaluation. We follow the protocol defined in [37] which divides the training database into five folds. In particular, one of them is used as the development set for threshold \( \tau \) determination, and the others are used for training. The final HTER performance is obtained by averaging the results. Considering that the outlier removal method originates from kernel mean matching algorithm (KMM) [51] which was proposed for distribution alignment, we consider the KMM method as one of our baselines.

### Cross-Database Experimental Results

Three public databases (CASIA, Idiap REPLAY-ATTACK, and MSU) and our newly developed Rose-Youtu liveness database are used for cross-database spoofing detection evaluation. To facilitate the comparison, one database (composed of both training and testing folds together) is used for training and another is used for testing. Thus we have 12 scenarios in total. Various feature representations are considered for evaluation. However, deep learning based feature is only considered when using Rose-Youtu database for either training or testing since we observe that only the deep learning based feature can achieve desired performance on Rose-Youtu database. For unsupervised domain adaptation, we report the results with and without outlier removal. We use “w/o DA” to represent without domain adaptation and “§” to denote the domain adaptation with outlier removal. We also use “C”, “I”, “M” and “Y” to denote CASIA, Idiap REPLAY-ATTACK, MSU and Rose-Youtu database respectively. The experimental results for cross-database face spoofing detection are shown from Table II to Table VII.

#### 1) Database and Feature Analysis:
Based on the results, we can observe that cross-database performance highly depends on the databases we use. For example, when using CASIA and MSU for training and testing, we can achieve around 25% HTER with CoALBP in HSV color space, around 15% HTER with CoALBP in YCbCr color space and deep learning based feature. Moreover, deep learning based feature also achieves around 30% HTER under several other scenarios. However, we can only obtain close to 50% for other cases, which correspond to the random-guess scenario. We conjecture the reason may lie in that the face videos from these two databases were captured under dissimilar illumination conditions. Moreover, the influences of illumination appear to be more dominant in face spoofing detection task compared with facial appearance and camera quality, since we cannot achieve satisfied performance based on the cross-database evaluation

---

**Table I**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CASIA</td>
<td>10.9%</td>
<td>5.5%</td>
<td>10.0%</td>
<td>7.4%</td>
<td>16.2%</td>
<td>7.6%</td>
</tr>
<tr>
<td>Idiap</td>
<td>9.9%</td>
<td>3.7%</td>
<td>1.4%</td>
<td>7.9%</td>
<td>6.3%</td>
<td>2.1%</td>
</tr>
<tr>
<td>MSU</td>
<td>12.8%</td>
<td>9.8%</td>
<td>8.1%</td>
<td>12.2%</td>
<td>7.4%</td>
<td>5.8%</td>
</tr>
<tr>
<td>Rose-Youtu</td>
<td>26.6%</td>
<td>16.4%</td>
<td>17.1%</td>
<td>30.4%</td>
<td>27.6%</td>
<td>8.0%</td>
</tr>
</tbody>
</table>

1 Half Total Error Rate (HTER) is employed for Idiap REPLAY-ATTACK database, and Equal Error Rate is used for CASIA, MSU and Rose-Youtu databases. The results of Rose-Youtu are obtained with 25 subjects.

**Table II**

<table>
<thead>
<tr>
<th></th>
<th>C (\rightarrow) I</th>
<th>C (\rightarrow) M</th>
<th>I (\rightarrow) C</th>
<th>I (\rightarrow) M</th>
<th>M (\rightarrow) C</th>
<th>M (\rightarrow) I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>49.9%</td>
<td>49.2%</td>
<td>47.7%</td>
<td>48.6%</td>
<td>49.1%</td>
<td>50.0%</td>
</tr>
<tr>
<td>KMM</td>
<td>50.0%</td>
<td>43.7%</td>
<td>51.1%</td>
<td>45.2%</td>
<td>46.2%</td>
<td>49.9%</td>
</tr>
<tr>
<td>SA</td>
<td>39.6%</td>
<td>36.9%</td>
<td>35.2%</td>
<td>33.1%</td>
<td>48.4%</td>
<td>37.9%</td>
</tr>
<tr>
<td>KSA</td>
<td>37.5%</td>
<td>22.1%</td>
<td>36.7%</td>
<td>35.8%</td>
<td>42.4%</td>
<td>45.6%</td>
</tr>
<tr>
<td>SA(^{\dagger})</td>
<td>36.8%</td>
<td>28.5%</td>
<td>34.3%</td>
<td>31.3%</td>
<td>41.4%</td>
<td>35.2%</td>
</tr>
<tr>
<td>KSA(^{\dagger})</td>
<td>33.1%</td>
<td>19.1%</td>
<td>32.1%</td>
<td>33.9%</td>
<td>41.2%</td>
<td>35.1%</td>
</tr>
</tbody>
</table>

\(^{\dagger}\) “C”, “I” and “M” denote CASIA, Idiap REPLAY-ATTACK and MSU database respectively, A \(\rightarrow\) B refers to using database A for training and B for testing, “§” refers to the domain adaptation technique with outlier removal.
2) Outlier Analysis: We then revisit the characteristics of samples which are likely to be categorized as outliers. Basically, outliers are jointly determined by the source and target domains. When CASIA database is used for source domain, the blurry and low-contrast samples are treated as outliers since the samples from other databases have relatively better quality and contrast. For Idiap Replay-Attack database, we can see that outliers samples can contain glasses reflection, which is reasonable since we notice that the reflection from other databases is not as strong as Idiap Replay-Attack. For MSU database, we observe that the illumination plays an important role. For Rose-Youtu database, we notice that all the subjects have outlier samples. We further analyze the content of the database and find the outliers may come from the unexpected motion (due to camera moving), the distance between camera and client, and blurring. We list several outlier samples in Fig. 6.

3) Benefits of Features and Domain Adaptation: Based on the results from the cross-data base scenario, we can find that our proposed unsupervised domain adaptation scheme can significantly improve the performance of cross-database face spoofing detection, which indicates the effectiveness of domain adaptation scheme. We also show the bar figure in Fig. 7 by comparing the best performance at each domain adaptation scenario for different hand-crafted features. We notice that the results are variant among different features. This observation shows that the powerful features across domain and the unsupervised domain adaptation technique jointly improve the spoofing detection performance. This further provides useful evidence that our framework is effective in terms of the generalization ability of face spoofing detection. However, it is also worth mentioning that the bottleneck of domain adaptation exists when domain adaptation only achieves little performance improvement. One example can be found by using CASIA for training and MSU for testing.

performances between Idiap REPLAY-ATTACK with these features.

Table III

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>50.3%</td>
<td>24.9%</td>
<td>50.0%</td>
<td>50.0%</td>
<td>50.0%</td>
<td>50.0%</td>
</tr>
<tr>
<td>KMM</td>
<td>50.0%</td>
<td>22.4%</td>
<td>54.3%</td>
<td>60.0%</td>
<td>34.9%</td>
<td>51.9%</td>
</tr>
<tr>
<td>SA</td>
<td>40.2%</td>
<td>22.9%</td>
<td>37.5%</td>
<td>31.5%</td>
<td>40.9%</td>
<td>35.4%</td>
</tr>
<tr>
<td>KSA</td>
<td>37.5%</td>
<td>21.6%</td>
<td>41.2%</td>
<td>32.9%</td>
<td>37.3%</td>
<td>39.0%</td>
</tr>
<tr>
<td>SA³</td>
<td>33.4%</td>
<td>21.7%</td>
<td>33.2%</td>
<td>29.2%</td>
<td>37.7%</td>
<td>30.6%</td>
</tr>
<tr>
<td>KSA³</td>
<td>35.1%</td>
<td>20.9%</td>
<td>39.8%</td>
<td>29.0%</td>
<td>34.2%</td>
<td>36.9%</td>
</tr>
</tbody>
</table>

†“C”, “I” and “M” denote CASIA, Idiap REPLAY-ATTACK and MSU database respectively, A → B refers to using database A for training and B for testing. ³“³” refers to the domain adaptation technique with outlier removal.

Table IV

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>50.0%</td>
<td>15.1%</td>
<td>50.1%</td>
<td>50.0%</td>
<td>44.8%</td>
<td>50.0%</td>
</tr>
<tr>
<td>KMM</td>
<td>50.0%</td>
<td>15.0%</td>
<td>50.0%</td>
<td>50.0%</td>
<td>42.8%</td>
<td>51.0%</td>
</tr>
<tr>
<td>SA</td>
<td>46.1%</td>
<td>15.4%</td>
<td>39.3%</td>
<td>41.7%</td>
<td>35.5%</td>
<td>51.3%</td>
</tr>
<tr>
<td>KSA</td>
<td>37.5%</td>
<td>21.2%</td>
<td>41.6%</td>
<td>33.1%</td>
<td>37.3%</td>
<td>42.9%</td>
</tr>
<tr>
<td>SA³</td>
<td>45.3%</td>
<td>14.9%</td>
<td>34.5%</td>
<td>40.5%</td>
<td>34.9%</td>
<td>47.9%</td>
</tr>
<tr>
<td>KSA³</td>
<td>35.1%</td>
<td>20.9%</td>
<td>39.7%</td>
<td>29.0%</td>
<td>34.2%</td>
<td>36.9%</td>
</tr>
</tbody>
</table>

†“C”, “I” and “M” denote CASIA, Idiap REPLAY-ATTACK and MSU database respectively, A → B refers to using database A for training and B for testing. ³“³” refers to the domain adaptation technique with outlier removal.

Table V

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>45.5%</td>
<td>54.9%</td>
<td>43.7%</td>
<td>53.5%</td>
<td>58.7%</td>
<td>59.1%</td>
</tr>
<tr>
<td>KMM</td>
<td>44.1%</td>
<td>52.8%</td>
<td>41.0%</td>
<td>57.5%</td>
<td>49.5%</td>
<td>50.7%</td>
</tr>
<tr>
<td>SA</td>
<td>37.5%</td>
<td>28.0%</td>
<td>41.4%</td>
<td>29.5%</td>
<td>50.0%</td>
<td>35.9%</td>
</tr>
<tr>
<td>KSA</td>
<td>38.3%</td>
<td>41.0%</td>
<td>42.7%</td>
<td>37.5%</td>
<td>42.2%</td>
<td>39.4%</td>
</tr>
<tr>
<td>SA³</td>
<td>33.4%</td>
<td>21.2%</td>
<td>39.1%</td>
<td>24.9%</td>
<td>42.8%</td>
<td>33.2%</td>
</tr>
<tr>
<td>KSA³</td>
<td>36.4%</td>
<td>39.7%</td>
<td>39.0%</td>
<td>35.7%</td>
<td>39.8%</td>
<td>37.8%</td>
</tr>
</tbody>
</table>

†“C”, “I” and “M” denote CASIA, Idiap REPLAY-ATTACK and MSU database respectively, A → B refers to using database A for training and B for testing. ³“³” refers to the domain adaptation technique with outlier removal.
TABLE VII

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>C → Y</th>
<th>I → C</th>
<th>I → M</th>
<th>I → Y</th>
<th>M → C</th>
<th>M → I</th>
<th>M → Y</th>
<th>Y → C</th>
<th>Y → I</th>
<th>Y → M</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>45.8%</td>
<td>15.6%</td>
<td>46.8%</td>
<td>34.4%</td>
<td>68.6%</td>
<td>48.0%</td>
<td>50.1%</td>
<td>49.9%</td>
<td>31.0%</td>
<td>32.6%</td>
<td>43.6%</td>
<td>28.4%</td>
</tr>
<tr>
<td>KMM</td>
<td>44.9%</td>
<td>14.1%</td>
<td>46.7%</td>
<td>25.9%</td>
<td>49.7%</td>
<td>47.9%</td>
<td>32.1%</td>
<td>51.2%</td>
<td>31.3%</td>
<td>31.6%</td>
<td>43.6%</td>
<td>27.8%</td>
</tr>
<tr>
<td>SA</td>
<td>41.4%</td>
<td>14.0%</td>
<td>32.7%</td>
<td>36.5%</td>
<td>35.4%</td>
<td>43.2%</td>
<td>13.4%</td>
<td>34.9%</td>
<td>30.3%</td>
<td>35.0%</td>
<td>38.5%</td>
<td>29.0%</td>
</tr>
<tr>
<td>KSA</td>
<td>43.1%</td>
<td>16.9%</td>
<td>34.1%</td>
<td>22.0%</td>
<td>39.1%</td>
<td>40.4%</td>
<td>19.8%</td>
<td>37.2%</td>
<td>30.8%</td>
<td>33.9%</td>
<td>42.0%</td>
<td>29.2%</td>
</tr>
<tr>
<td>SA³</td>
<td>39.2%</td>
<td>14.3%</td>
<td>31.6%</td>
<td>26.3%</td>
<td>33.2%</td>
<td>42.8%</td>
<td>10.1%</td>
<td>33.3%</td>
<td>30.0%</td>
<td>30.7%</td>
<td>36.2%</td>
<td>24.9%</td>
</tr>
<tr>
<td>KSA³</td>
<td>39.3%</td>
<td>15.1%</td>
<td>33.9%</td>
<td>12.3%</td>
<td>33.3%</td>
<td>40.1%</td>
<td>9.1%</td>
<td>34.9%</td>
<td>30.4%</td>
<td>30.1%</td>
<td>38.8%</td>
<td>26.1%</td>
</tr>
</tbody>
</table>

1 "C", "M", "Y" denote CASIA, Idiap REPLAY-ATTACK, MSU and Rose-Youtu database respectively, A → B refers to using database A for training and B for testing. "³" refers to the domain adaptation technique with outlier removal.

On the other hand, although subspace alignment learns a transformation (mapping) from one domain to another, the classifiers trained by source domain are different and this can also lead to different performances. Moreover, we also observe that although the improvement gaps are different for different databases, our framework can generally improve the accuracy based on different types of features and databases.

We also notice that domain adaptation may not achieve significant performance improvements in some other cases (e.g., training on MSU and testing on Rose-Youtu). In essence, domain adaptation aims to solve the classification problem when the training samples and testing samples have different distributions. However, as indicated in [75], domain adaptation cannot fully address the problem when there is a dramatic deviation for the distribution of target domain from source domain encoded by a specific feature. For the Rose-Youtu database, the face samples are captured in an uncontrolled condition by various camera models under diverse illumination conditions. As such, we conjecture that the distribution of the samples from Rose-Youtu database is quite different from other databases due to the uncontrolled capturing conditions of Rose-Youtu database. Such large gap cannot be compensated by domain adaptation either due to the inherent limitation of the domain adaptation [75]. Therefore, we notice that by using Rose-Youtu database for both training and testing with domain adaptation, the performance does not have significant improvement for most of the cases.

Another interesting observation is that outlier removal can further boost the domain adaptation performances with at least 2 – 3%. This is reasonable since removing the outliers can provide us reliable samples for conducting domain adaptation and learning the powerful prediction model, as shown in the feature visualization in Fig. 1. The asymmetric performance can also be observed with/without outlier removal when considering domain adaptation, as little improvement can be achieved when training on CASIA and testing on MSU while large improvement can be obtained when using MSU for training and CASIA for testing. In addition to the reasons aforementioned, another explanation for this phenomenon lies in that the percentages of outliers can also be different by using different types of features even when we conduct outlier removal on the same database. The average percentages of removal outlier samples are shown in Table VIII. Therefore, by using different types of features, the numbers of outlier samples are different. This may result in the asymmetric...
performances as well. In addition, since in some scenarios, the model has already achieved relatively good performance, both domain adaptation and outlier removal will only achieve limited improvement.

Moreover, we swap the process of domain adaptation and outlier removal to analyze the influences of outlier removal process on classifier training. The results of CoALBP feature in HSV space and deep learning based feature by using Sub-space Alignment are listed in Tables IX and X. It is observed that outlier removal process is effective for domain adaptation. Moreover, outlier removal can also help with training a better classifier by comparing the results of only domain adaptation with the results of first performing domain adaptation followed by outlier removal.

4) Influences of Different Number of Samples: We further analyze the influences of the number of data from the target domain on the final performance with SA method. Specifically, we conduct an experiment with CoALBP feature in HSV space by using different percentages of samples from the target domain. The results are shown in Fig. 8, where the performance with different percentage of target domain samples (1%, 5%, 10%, 20%, 50%, 100%) are demonstrated. It is also worth mentioning that the results are obtained by averaging the results for five times. We can see that the more target domain samples we can get, the lower HTER can be achieved.

5) Unbalanced Domain Adaptation: In practice, it may not be convenient to collect fake face data. To investigate the scenario that only genuine samples are available for domain adaptation in the target domain, we conduct experiments by using both hand-crafted feature (CoALBP feature on HSV space) and deep learning based feature by KSA method since we observe KSA can achieve better performance when only obtaining genuine data in hand. The results are shown in Tables XI&XII. Based on the results, we find that the performance drop is marginal when only using genuine samples for domain adaptation for most of the cases. Moreover, in almost all cases, the domain adaptation with genuine samples perform much better compared with the method without domain adaptation. This can be explained by the reason that only genuine samples can still provide valuable cross-domain information (e.g. facial appearance, lighting, camera quality) for domain adaptation.

However, for some databases the performance drops a lot when only adopting only genuine samples compared with the results by adopting both genuine and fake samples. This may originate from the distinct characteristics of the databases. In some databases (e.g. Idiap and MSU), the illumination condition and motion information are more consistent for genuine and fake samples. As such, the distribution of the target domain will not change significantly after we remove the fake samples. However, it can be noticed that in some other databases (e.g. CASIA and Rose-YouTu) large motion variations and diverse illumination conditions exist, especially when comparing genuine and fake samples. In this case, the distribution between the source and target domain will be changed, and this may significantly influence the effectiveness of domain adaptation. Moreover, when the performance without domain adaptation can already reach a saturation level, domain adaptation may not help a lot no matter what data are finally used in target domain.

To analyze the influence by using the different number of genuine data, we also conduct an experiment with CoALBP feature in HSV space by using different percentage (1%, 5%, 10%, 20%, 50%, 100%) of genuine samples from the target domain. The results are shown in Fig. 9. We can observe that the more target domain samples we can obtain, the lower
TABLE XI
HTER RESULTS (%) BY KERNEL SUBSPACE ALIGNMENT WITH CoALBP (HSV)

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>50.3</td>
<td>24.9</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Genuine and Fake</td>
<td>35.1</td>
<td>20.9</td>
<td>39.8</td>
<td>29.0</td>
<td>34.2</td>
<td>36.9</td>
</tr>
<tr>
<td>Only Genuine</td>
<td>42.5</td>
<td>26.5</td>
<td>46.3</td>
<td>33.4</td>
<td>36.4</td>
<td>45.6</td>
</tr>
</tbody>
</table>

TABLE XII
HTER RESULTS (%) BY KERNEL SUBSPACE ALIGNMENT WITH DEEP LEARNING BASED FEATURE

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>45.8</td>
<td>15.6</td>
<td>34.4</td>
<td>68.6</td>
<td>50.1</td>
<td>49.9</td>
</tr>
<tr>
<td>Genuine and Fake</td>
<td>39.3</td>
<td>15.1</td>
<td>12.3</td>
<td>33.3</td>
<td>9.1</td>
<td>34.9</td>
</tr>
<tr>
<td>Only Genuine</td>
<td>44.2</td>
<td>16.1</td>
<td>28.0</td>
<td>37.5</td>
<td>15.6</td>
<td>40.2</td>
</tr>
</tbody>
</table>

Fig. 9. HTER performance (with KSA method) with the variation of the number of genuine target domain data. (a) train: CASIA, test: Idiap, (b) train: CASIA, test: MSU, (c) train: Idiap, test: CASIA, (d) train: Idiap, test: MSU, (e) train: MSU, test: CASIA, (f) train: MSU, test: Idiap

HTER can be achieved. This trend is consistent with the results when using both genuine and fake data for domain adaptation. This further provides useful evidence on the effectiveness of the proposed scheme.

6) Comparison With Domain Adaptation Based Feature Synthesis: In [13], a domain adaptation based feature synthesis method was proposed to tackle the cross-domain face anti-spoofing problem. Considering that it is usually applicable to collect genuine samples in the target domain, we compare the performance of the domain adaptation approach in [13] with our proposed method. Specifically, we divide our target domain into two parts. One part has labeled genuine face samples which are used for fake feature synthesis and classifier training, and the other part has no label information which is used for testing. The Center Shift algorithm reported in [13] is employed to learn the mapping function based on source domain data. The results are shown in Tables XIII and XIV.

TABLE XIII
PERFORMANCE COMPARISONS BETWEEN FEATURE SYNTHESIS [13] AND OUR METHODS. (CoALBP HSV)

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>50.3</td>
<td>24.9</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>[13]</td>
<td>51.2</td>
<td>28.9</td>
<td>51.3</td>
<td>49.1</td>
<td>40.2</td>
<td>52.2</td>
</tr>
<tr>
<td>Ours</td>
<td>33.4</td>
<td>21.7</td>
<td>33.2</td>
<td>29.2</td>
<td>37.7</td>
<td>30.6</td>
</tr>
</tbody>
</table>

TABLE XIV

<table>
<thead>
<tr>
<th></th>
<th>C → I</th>
<th>C → M</th>
<th>I → C</th>
<th>I → M</th>
<th>M → C</th>
<th>M → I</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DA</td>
<td>45.8</td>
<td>15.6</td>
<td>34.4</td>
<td>68.6</td>
<td>50.1</td>
<td>49.9</td>
</tr>
<tr>
<td>[13]</td>
<td>49.2</td>
<td>18.1</td>
<td>39.6</td>
<td>36.7</td>
<td>49.6</td>
<td>49.6</td>
</tr>
<tr>
<td>Ours</td>
<td>39.2</td>
<td>14.3</td>
<td>26.3</td>
<td>33.2</td>
<td>10.1</td>
<td>33.3</td>
</tr>
</tbody>
</table>

As we can see from the results, such adaptation method cannot improve the performance of cross-domain face spoofing detection. This may be reasonable since our work is different from [13] in several ways as stated as follow.

- The motivation of [13] is that the fake samples of target domain are difficult to collect. Therefore, they proposed a feature synthesis method by utilizing the labeled data in the target domain. By contrast, our work is conducted in a totally unsupervised manner and no labeled information is available in the target domain.
- The work from [13] is based on prior knowledge of person identification and camera information. Therefore, a linear adaptation can be employed for feature synthesis. Their assumptions are reasonable based on the applications such as door access control, where person identity and camera information are available. However, we are dealing with uncontrolled cross-domain face spoofing detection where the face identity, camera model are totally different from the training data. Their assumptions no longer hold in such scenario.

7) Results by Using Concatenated Feature: As discussed in [9], concatenating different features usually leads to a better performance than using each individual one. Therefore, we follow [9] to concatenate the CoALBP and LPQ feature in HSV and YCbCr color space into a single feature and conduct cross-database face spoofing detection experiments based on CASIA, Idiap REPLAY-ATTACK, and MSU databases. The results are reported in Table XV. We observe that all methods are generally improved by using the concatenated feature.
Our proposed method can still achieve performance improvement in most of the cases, which again shows the effectiveness of our proposed domain adaptation scheme for cross-domain face spoofing detection using different types of features.

D. Discussions

Practically, deploying face anti-spoofing system in real application scenarios requires the algorithm to have a good generalization ability to deal with various acquisition conditions. Since the creations of these databases are totally independent, our experiments take advantage of this benefit and show that the proposed approach can significantly improve the performance in cross-database scenarios. This further demonstrates the strong generalization ability of the scheme. As the first attempt on unsupervised domain adaptation in face anti-spoofing, several limitations existing in our approach should be improved in the future.

Firstly, although state-of-the-art features are incorporated in the current framework, how to design and learn sophisticated features that can better fit the domain adaptation scheme should be further investigated. Secondly, current domain adaptation scheme requires sufficient data to transfer the knowledge from the source domain to the target domain, and in the future domain adaptation with zero-shot learning strategy will be studied. As such, we can transfer the pre-trained knowledge even to a single face image. Finally, the complexity of the proposed scheme will be further reduced by speeding up the kernel method to meet the real-time requirement of face spoofing detection.

VI. Conclusion

We propose a novel framework utilizing advanced unsupervised domain adaptation algorithms for face anti-spoofing. The novelty of this framework lies in transferring the feature space of face samples from the labeled source domain to the unlabeled target domain, such that reliable model can be learned for spoofing detection. State-of-the-art hand-crafted and deep learning based features are incorporated into the domain adaptation framework and their classification accuracies are further evaluated. Extensive experiments have been conducted based on the available databases and our new database. The results show that we can achieve clearly improved generalization ability with an average of 20% improvement by domain adaptation as compared with the straightforward learning approach without domain adaptation.
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