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ABSTRACT

Pedestrian detection is one of the most important task for video analytics of an intelligent surveillance system. In this paper, we propose a framework to improve the detection performance of a generic pedestrian detector for highly crowded scenes. The generic offline-trained pedestrian detectors usually cannot handle the problem of detecting pedestrians in highly crowded scenes due to the severe mutual occlusions of the pedestrians. In our approach, we firstly enhance the head detection and suppress the detections of other body parts in the deformable part-based model because the heads of pedestrians less likely to be occluded in highly crowded scenes. Then we propose to utilize multiple-instance dictionary learning to refine the previous detection responses. Compared to other related work, our approach builds a data-adaptive dictionary (codebook) for the heads of pedestrians, hence it can better handle the problem of detecting pedestrians in highly crowded scenes. The experiments on three datasets containing video clips of crowded scenes demonstrated the effectiveness of our proposed approach, significantly improving the state-of-the-art detector.
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1. INTRODUCTION

With the explosive growth of the deployment of surveillance cameras nowadays, the demand for automatically detecting pedestrians in crowded scenes is high in order to enable rich video analytics for a wide variety of applications. The state-of-the-art pedestrian detectors [1, 2, 3, 4] have achieved very good performance when detecting pedestrians in relatively less crowded scenes, where the occlusions are not severe. However, their performance on crowded scenes is poor, due to the severe mutual occlusions of the pedestrians, and sometime the problem of small target size.

There has been plenty of literature that addresses occlusion handling in object detection [5, 6, 7, 8, 9], which can further promote the tracking-by-detection based multi-target tracking methods [10, 11] within surveillance applications. Modeling occlusions as regions which are inconsistent with target statistics is one common approach. Girshick et al. [5] propose to utilize an occluder part in the grammar model when some of the parts are occluded. Wang et al. [6] develop a pedestrian detection approach capable of handling partial occlusions by combining Histograms of Oriented Gradients (HOG) and Local Binary Pattern (LBP) as the feature set. Meger et al. [7] propose to use depth inconsistency from 3D data to handle the occlusions. Hsiao et al. [8] propose to explicitly model occlusions by reasoning 3D interactions of objects. Shu et al. [9] propose to select the subset of parts, which maximizes the probability of detection, in pedestrian detection for occlusion handling. Nevertheless, these methods cannot handle severe occlusions in crowded scenes without any 3D information.

In this paper, we address such difficulties by proposing the use of “online” multiple-instance dictionary learning to refine a generic detector for enhancing head detection. The intuition is that, in a real crowded scene captured by a surveil-
The framework of the proposed approach.

Our detection framework consists of the steps illustrated in Fig. 2. First, we increase the weight of the head detection in the deformable part-based model [3] and apply this modified detector with a relatively low detection threshold on every frame of a video sequence. The reliable detection responses are selected by their high detection confidences. We use the head parts of the reliable detection responses as the positive samples and the other body parts of the reliable detection responses as one of the two types of the negative samples. The other type of negative samples are collected automatically from background, where there is no detection responses. Second, we use the above three different sample types to learn a discriminative dictionary. Third, we use the online learned dictionary to refine the head parts of the initial detection responses. Finally, we obtain the refined pedestrian detection results.

The rest of our paper is organized as follows. In section 2, the initial pedestrian detection with enhanced head detection is introduced. Section 3 presents the “online” dictionary learning. Section 4 shows the experimental evaluations on several challenging crowded video sequences. Finally, section 5 concludes the paper.

2. INITIAL DETECTION WITH ENHANCED HEAD DETECTION

The deformable part-based model for pedestrian detection similar to [3] often fail when the pedestrians are severely occluded. This is because the detection score in [3] is computed from all the body parts, without considering that most of the parts may be occluded in crowded scenes. The detection score at location \((x, y)\) is computed in [3] as:

\[
S_1(x, y) = b + \sum_{i=1}^{n} s(p_i)
\]  

where \(b\) is a bias term, \(n\) is the number of the body parts, and \(s(p_i)\) is the score of body part \(i\).

In this formulation, it is obvious that even if a body part was occluded, its corresponding score still makes equal con-
tribution to the final detection score. This can drastically influence the detection performance especially when dealing with highly crowded video sequences. To address this problem, we propose to increase the weight of the head part score in equation (1). As shown in Fig. 3, the second part represents the head in the DPM model. Hence, equation (1) can be reformulated as:

\[ S_2(x, y) = b + s(p_1) + \alpha \cdot s(p_2) + \sum_{i=3}^{i=n} s(p_i) \]  

(2)

where \( \alpha \) is a weighting coefficient of the head part (\( \alpha = 2.5 \) in our implementation).

Nevertheless, relying on DPM detector with head part enhanced is not sufficient to obtain satisfactory detection results. Hence, in the next section, we propose to use the “online” dictionary learning to further refine the initial detections.

3. “ONLINE” DICTIONARY LEARNING

The objective here is to “online” learn a discriminative dictionary while keeping the computational complexity low. The learning involves “online” training sample collection, feature representation and “online” learning.

The initial detections with scores higher than a certain threshold \( \omega \) (\( \omega = 3 \) in our implementation) are selected as the reliable detections. Then perform learning as outlined in Fig. 2 and the positive samples are collected from the reliable detections while the negatives samples are collected from other body parts and background.

For feature representation, image patches are sampled at an interval of 4 pixels in horizontal and vertical directions. At each sampling location, patches of sizes \( 8 \times 8 \) and \( 16 \times 16 \) pixels are taken. We resize each image patch to \( 8 \times 8 \) and compute five types of features to represent it. We choose the patch size for feature extraction according to the actual sizes of the heads of the pedestrians in PETS dataset [21]. The computed features are HOG [1], LBP [6], GIST [22], encoded SIFT [23] and LAB color histograms.

The discriminative dictionary is “online” learned by the max-margin multiple-instance dictionary learning (MMDL) algorithm in [24]. This discriminative dictionary comprises a set of linear classifiers (G-code classifiers) for different patch clusters from the three sample classes. For each sample class, we use the training images in this class as positive samples, and the rest training images from other classes as negative samples. Suppose \( K + 1 \) G-code classifiers are learned through MMDL. Given a test image, patch-level features are densely extracted. We define \( x \) as a patch feature vector, whose response is given by the \( i \)th G-code: \( w_i^T x, i \in \{0,1,\ldots,K\} \). Hence, a response map for each G-code classifier can be obtained. A three-level spatial pyramid representation [25] is utilized for each response map, resulting in \( (1^2 + 2^2 + 4^2) \) grids. In each grid, the maximal response for each G-code classifier is calculated. Thus, \( 3 \times (K + 1) \) length feature vector is obtained for each grid. Therefore, the test image is compactly represented by the concatenation of features in all grids.

Note that the feature encoding by using G-code involves no more than a dot product operation. Hence, its computation complexity is very low. This can significantly accelerate the speed of the classification process of our pedestrian detection framework.

Subsequently, we use the “online” learned G-code classifiers for feature encoding of each head image. Then, the refined head parts of the initial detection responses are obtained. Finally, we project the refined head part images back into the video sequence and generate the final pedestrian detection output.

4. EXPERIMENTS

The proposed pedestrian detection framework has been evaluated on three publicly available sequences with crowd scenes: PETS S1.L2, PETS S2.L2 and PETS S2.L3. We choose the medium density crowd and dense crowd sequences for our experiments. The PETS dataset S1 is used for person count and density estimation, which means that the density level is higher than the other PETS datasets. In the S1 dataset, we choose the high density crowd sequence S1.L2 for the evaluation. In all the experiments, we just use the first camera view sequences in PETS dataset. Moreover, we only use the visual information of the sequences and no other prior knowledge such as the camera calibration or the statistic obstacles are used.

We compare our method with the original DPM detector and our modified DPM detector with head part enhanced. To study the effect of sampling on dictionary learning, we compare the learning performance in two settings: learning with head parts and background, and learning with head parts, body parts and background.

The criterion of the PASCAL VOC challenge [26] for evaluations is used in our experiments. A detection, which has more than 0.5 overlap with the groundtruth, is determined as true positive in the evaluations. The performance of our detection framework is analyzed by computing Precision-Recall curves for all three sequences. Furthermore, we also use detection accuracy (as measured by detection rate and average false positives per frame) as our evaluation criterion. The evaluation code of detection accuracy is from [27].

In our implementation, we set a detection threshold \( t_d = 0.3 \) for the modified DMP detector to achieve a high recall. For the online dictionary learning, we set the number of randomly selected positive training samples \( N_{pos} = 200 \) and the number of randomly selected negative training samples \( N_{neg} = 400 \).

As we can see in Fig. 4, 5, 6, our approach has achieved the best performance in all three crowded sequences. “DPM+
"nms" and "DPM" denote the results of the original DPM detector with and without non-maximum suppression, respectively. "DPM+head" denotes the results of the DPM detector with head part enhanced. "Ours+bg+body" and "Ours+bg" denote the results of the training sample classes with and without body part class within the proposed online-learning framework, respectively. For the Precision-Recall curve, the closer to the top right corner, the better performance it is. For the detection accuracy curve, the closer to the top left corner, the better performance it is. In the three sequences, PETS S2.L2 sequence with medium density crowd is less crowded than the other two sequences. The less significant improvement of PETS S2.L2 sequence, which is shown in Fig. 5, demonstrates that our proposed approach is more capable of handling pedestrian detection in highly crowded scenes.

In addition, the computation speed of our approach is relatively fast. Although the initial modified DPM detector takes about 15 second for each frame, our extra steps take only 10 second on average for each frame on a 3GHz PC with 8 GB memory. Moreover, the proposed approach is implemented in Matlab, which can be further optimized.

5. CONCLUSION

In this paper, we propose an effective detection framework to improve the performance of generic detectors in crowded scenes. We reformulate the score computation of body parts in the original DPM detector to enhance the head part of the deformable part-based model to make it more suitable to the crowded sequences and use the "online" learned dictionary to refine the detection responses. The experimental results on three benchmark sequences demonstrate the superiority and effectiveness of our approach in detecting pedestrians with occlusions handling in crowded scenes.
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